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COSMIC RAY EFFECTS ON MICROELECTRONICS,

PART I: THE NEAR-EARTH PARTICLE ENVIRONMENT

1.0 Introduction

A number of ground-based experiments have recently shown that a single
intensely-ionizing particle can change the logic state of modern electronic
circuits of the kind used as memories on satellites. Soft errors (also
called soft upsets or single event upsets) have been observed on more than a
dozen satellites . The soft errors on three of these satellites have been
conclusively attributed to single Intensely-ionizing particles. Besides
soft errors, single -intensely ionizing particles have been shown, in
laboratory experiments, to cause latchup and even to do permanent damage to
the microcircuits.

Intensely-ionizing particles may be produced locally, in the electronic
device itself, as a product of nuclear reactions or they may come directly
from outside the spacecraft. Ever when the intensely-ionizing particle is
the product of a nuclear reaction, that reaction is usually initiated by a
more lightly ionizing particle that came from outside the spacecraft.

The objective of this study is to begin addressing this problem by
developing the tools needed to estimate the rate at which soft errors can be
expected to occur on various spacecraft exposed to the natural space
environment. The first step is to develop a model of the energetic particle
environment near earth that is accurate and yet easy to use.

This re,)ort will be followed by additional reports. One will describe
the way io which the earth's magnetic field has modulated the energy spectra
of particles reaching any satellite. A second report will describe how the
energy spectra and elemental composition of these particles are modified in
passing through spacecraft walls to reach the electronic components inside.
The results of these three reports can then be combined with measured or
estimated operational cross sections for the various single-particle effects
on microelectronics to compute their expected rates on various spacecraft.

This report describes simple analytic models for the energy spectra and
elemental compositions of the various components of ionizing particle
radiation in the vicinity of the earth that are as accurate as the data will
allow. The models are based on an exhaustive review of the available data.
From the length of this report, it can be seen that a substantial data base
exists on the energetic particle environment. Even so there are
deficiencies in the data base required to accurately estimate the rates of
single particle effects.

This situation has led us to adopt the following philosophy in modeling
the environment. Where the data base is adequate, the model gives
"most-probable" spectra and compositions. When the component is variable, a
worst case, at a 90 per cent confidence level, is given. In those cases
where the data base is inaaequate, we can only speculate what the conditions
might be. Such speculation would lead us to construct credible worst-case
models that are quite severe and therefore pessimistic from the spacecraft
designers point of view. To avoid provoking undue expense in spacecraft
design, we have adopted an optimistic philosophy. In cases where the data
base is in.adequate, we have modeled whatever data actually exist, ignoring
the untested possibilities. This guarantees the user that his
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spacecraft will actually experience an environment as severe as the one
described here. The design effort expended by using this model will then
not have been wasted. It is, of course, possible that some of the untested
speculations may prove correct, leading to a far more hostile environment
than aescribed here. Until the necessary experi.ments can be carried out,
the spacecraft designer must simply take some risks.

Spacecraft operating near earth may be bombarded by energetic charged
particles that are trapped in the earth's radiation belts. Spacecraft may
also be bombarded by cosmic rays, particles from solar flares and particles
accelerated in the interplanetary medium, all of which come from great
distances.

The contribution each comiponent makes to the total particle flux
bombarding a spacecraft is complicated by the presenoe of the earth's
magnetosphere shown in Figure 1.1. The intensity, energy and elemental
composition of the trapped radiation varies enormously with position in the
radiation belts. To reach a spacecraft inside the magnetosphere, particles
coming from great distances must penetrate the earth's magnetic field.
Their ability to do so depends on their momentum divided by their electrical
charge. The larger this ratio, the deeper they can penetrate.

In the mooels presented here, we will describe the trapped radiation as
it is found in the radiation belts. The cosmic rays, solar flare particles
and particles from the interplanetary medium will be described as they are
found outside the magnetosphere in the interplanetary medium neatr the orbit
of the earth. A later report will describe how these components are
modulated prior to reaching the orbit of a satellite in the magnetosphere.

As pointed out In the beginning paragraphs of this introduction, it is
the intensely-ionizing particles that cause single particle effects on
milcroelectronics. The intensity with which a charged energetic particle
ionizes matter varies approximately as the square of the particle's
electrical charge dividea by the square of its velocity. When a particle is
ionizing intensely enough to produce a single particle effect directly, it
will be far more effective in doing so than a particle that must produce a
nearby nuclear reaction with an intensely-ionizing product. This difference
in effectiveness is about 1C6, so the energy spectra and elemental
compositions of energetic particles in the natural environment are very
important for the estimation of these effects.

The energy spectra presented here are differential energy spectra. They
give the particle flux per unit energy as a function of the particle's
energy. The units of energy are millions of electron volts per atomic mass
unit (MeV/u) or billions of electron volts per atomic mass unit (GeV/u) (see
Rossl, 1964, Appendix E for an explanation of electron volt). This way of
expressing energy is useful because it means that particles with the same
energy also have the same velocity regardless of their atomic mass. Many of
the properties of the various elemental spectra are identical when this
energy scale is used. The units of flux are particles per square meter
second - steradian - NeV/u (m2 .sec.ster.MeV/u). The steradian Is a unit
of solid angle.
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The elemental composition of most of the energetic particle components
is similar to the universal composition of mattcr as oetermined from the
study of incteorites, the sun and the starS. Figure 1.2 shows the relative
abuncdances of the elements in nature (Cameron, 1980). As can be seen in
Figure 1.2 the elements are - 93.6 per cent hydrogen - (.3 per cent
helium anid - 0.14 per cent elements carbon and heevier. Iron is about E
per cent of oxygen and the elements beyond nickel are very rare. This is
approximately the composition seen in solar flare particles, though the
actual composition varies a lot from flare to flare. The galactic cosmic
ray composition is qualitatively similar to Figure 2.1, but differs
considerably in detail. The compositions of particles accelerated in the
interplanetary medium and trapped in the magnetosphere are profoundly
altered by special physical effects.

For those who do not have a backgrouno in space science, but wish to
know more about thie subject, we recommene,, "Cosmic Rays" by Bruno Rossi
(1964), "Space Physics" by Steve White (1970), and "Introduction to Space
Science" by Wilmont Hess and Gilbert Mead (1968).

For users of this report who are interested only in the model itself,
the details have been collected in Appendix 1. This appendix gives all the
equations required to compute the flux levels expected under various
conditions in the near-earth environment. Only the trapped proton
environment has not been included, since it has already been described by
the AP-B model of Sawyer and Vette (1976).

Sections 2.O, 3.0 and 4.0 present the data base for particles in the
interplanetary medium and describe how this environment has been modeled.

Section 5.0 discusses the geomagnetic cutoff and describes,
qualitatively, how it modifies the particle spectra from the interplanetary
medium. The second report of this study will describe an accurate method
for modulating the interplanetary spectra to obtain the orbit-averaged
spectra incident on any spacecraft in any orbit.

The composition of particles trapped in the earth's magnetosphere is
described in Section 6.0. The heavy ion composition of trapped radiation at
energies above 10 MeV/u is the least well known part of the particle
environment. The few measurements that exist show heavy ion fluxes higher
than those in the interplanetary medium.

Section 7.0 discusses, in a qualitative way, how shielding alters the
particle spectra. Cosmic ray transport theory in condensed media will be
the subject of a thiro report. "his section also reviews the work that has
been publisbeq to date on soft errors and gives a general discussion of the
environment ahd its effects on electronics in various orbits.

The status of the data base for this first part of the study is reviewed
in Section 2.0 and recommendations are made for additional work that would
allow the particle environment model to be im(,proved.

3

'-I.'



'I''

rak



r•oO -iiii I,

1010

I -"
il 08

Ci 106

LU>

104

C-LU

z

0,
z

-I

10- 2
0  10 20 30 40 50 60 70 80 90 100

ATOMIC NUMBER
Fig. 12. - The universal abundance of the chemical elements in nature relative
to silicon w 106. These results are obtained from abdies of nieteorites, uur slw
and other stars (taken from Cameron, 1980).

5.

11

( .I



2.0 The Galactic Cosmic Ray Model

Most of the energetic charged particles usually found in the vicinity of
earth are cosmic rays, particles which come from outside our solar system.
The sources of these cosmic rays are as yet unknown. The existing evidence
suggests that, except for the highest energies, these particles come from
sources within our galaxy. Cosmic rays arriving in our solar system consist
of the nuclei of ll the elements in the periodic table and electrons.

2.1 The Nucleonic Component of Cosnmic Rays

By studying the differences between the chemical composition of
nucleonic cosmic rays and material in our universe generally, we have been
able to learn some things about the cosmic ray population in our galaxy. As
cosmic rays travel through the galaxy, they occasionally collide with nuclei
of interstellar gas. The resulting nuclear reactions modify the composition
of cosmic rays. A detailed recent estimate of these modifications has been
given by Silberberg et al (176). These authors have found that, by
assuming cosmic rays traverse - 5.5 g/cm2 of interstellar gas on the
average, they can account for almost all the differences in chemical
composition. These results are further supported by the measured cosmic ray
abundances of electron-capture isotopes such as 'Be that could only have
been produced in collisions with interstellar gas (see for example,
Wiedenbeck and Greiner, 1980)., By measurigg the cosmic ray abundance of the
radioactive isotope lOBe (T/12 -l.6 x 10b years), Wiedenbeck and
Creiner (1980) have shown that cgsmic rays reaching earth have wandered
about in our galaxy for - P x 10v years, on the average. Their
measurements are consistent with 'the results of a number of earlier
investigators.

These results and others have leo to a model for cosmic ray confinement
in the galaxy. The standard model assumes that the galaxy is uniformally
populated with cosmic ray sources. These sources emit cosmic rays into the
galaxy where they diffuse through the random magnetic fields of the galaxy,
but are contained, with some leakage at the galactic boundary.

In the context of the standard model, Figure 2.1 shows how the cosmic
ray composition is tran Formed by fragmentation as cosmic rays wander
through the galaxy on their way to earth, Adams, et al. (1980a). The
abundances at earth are plotted on a scale relative to arriving carbon
10o. The abundances are broken down according to the fraction that have
survived collisions (open bars) with interstellar gas to reach us and those
that were produced by collisions of heavier cosmic rays with interstellar
gas (filled bars). Also shown are the inferred source abundances (dashed
bars). It should be noted that about half of the heavy (Z > 6) cosmic ray
nuclei have collided with interstellar gas nuclei.

The most abundant element in cosmic rays is hydrogen. Figure 2.2 shows
the differential energy spectrum of hydrogen (for the most part protons).

The data shown in this figure are only the most recent meAorements of
cosmic ray protons. They are consistent with the much larger- n4mber of
measurements carrild out in the 50's and 60's. We have selected the data
presented below 103 MeV to show only those measurements made during
periods of maximum and minimum solar activity. The smooth solid curve is an
analytic function fit to the data.

6



At the highest energies, the proton spectrum has the mathematical form
of a power law, i.e. dJ/dE - E-a, with a spectral index, a - 2,75.
Power law spectra can be produced by particle acceleration in random moving
magnetic fields as shown by Fermi (1949). The conditions for Fermi
acceleration occur in a variety of astrophysical settings. We believe that
outside the solar system, cosmic rays obey a power law to much lower
energies than shown in Figure 2.2. The deviation from a power law below
5000 MeV/u in Figure 2.2 is largely due to solar modulation. The power-law
fit is better in the case of a rigidity spectrum; some of the deviation is
due to the transformation from rigicity to kinetic energy. To reach the
vicinity of earth, cosmic rays must "swim" upstream in the solar wind. The
process of diffusion inward against the outward-flowing solar wind (see Webb
and Gleason, 192C; Jokipli, et al. 1977; Fisk, 1976; Jokipil, 1971) reduces
the enerWj' of the cosmic rays an average - 300-400 MeVY/u. It also
attenuates the flux arriving near earth in an energy dependent way. The
amount of solar modulation depenus on the general level of solar activity.
When the sun is quiet and especially during the minimum of the il-year solar
activity cycle, cosmic rays have the easiest access to the earth's orbit.
These periods account for the upper branch of the spectrum in Figure 2.2.
The lower branch corresponds to a quiet (no flares) period during the
maximum of the 11-year cycle. Solar modulation is a complex subject and
still an area of active research. We will describe our model for dealing
with it in a later section.

At the lowest energies shown in Figure 2.2, the cosmic ray flux varies
considerably even when no large solar flare is in progress. These
variations take the form of short term increases above a lower limit that
varies slowly with the solar cycle. These increases are due to small solar
flares, flares poorly connected to the earth (i.e, on the backside of the
sun) and particles accelerated by the solar wind in co-rotating interaction
regions (CIR) in the Interplanetary medium (to be discussed in section 3.0).

These variations have been obse;ved on IMP-8, an interplanetary probe
orbiting the earth at 24 to 26 earth radii. Figure 2.3 shows six-hour
averages of the proton flux observed on IMP-8 (Pyle, 1981) as a function of
flux level. These prutons had energies between 11.24 MeV and 29.75 MeV and
the data span the period from Oct 30, 1973 to July 2, 1980. The most common
flux level measured was in the range of the galactic cosmic ray background
(GCR) and corresponds to the range between the solar minimum and solar
maximum spectra in Figure 2.2. The tail-off in measurements below this flux
level is due to temporary increases in solar modulation called Forbush
Decreases (Forbush, 1938). Above the flux-level of galactic cosmic rays,
there is a long tail extending up for many orders of magnitude. The
smallest of these increases is due to the addition of protons from
co-rotating interaction regions, Fan, et al, (1965) (also discussed in
section 3.1) or small solar flares. Flux levels observed between 3 and
60,000 protons/m2ster sec MeV/u are due to medium-size flares or larger
ones that were poorly-connected to IMP-.8 by the interplanetary magnetic
fields. The flux levels above this range are due to large flares which are
treated separately in section 4.0. Also shown in Figure 2.3 is a 90 per
cent confidence level, that is a flux level which was exceeded in only 10
per cent of the slx-hour intervals.

Figure 2.2 shows a worst case proton spectrum (with 90 per cent
confidence), based on four energy intervals spanning the range 11.24 MeV < E
S94,.78 M'e V.

7
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2.2 The Relative Abundances of Cosmic Rays

It would be convenient to simply scale the hydrogen spectrum, Figure
2.2, according to the ratio of hydrogen with respect to the other elements.
Unfortunately the ratio of hydrogen to the other elements depends on
particle energy and the level of solar modulation. Basically, this is
because the charge to mass ratio for hydrogen is - 1 while it is - 0.5
for the other elements. This leads to different responses of the spectra to
magnetic rigidity dependent and velocity dependent phenomena. It is better
to treat hydrogen as a special case and proceed to helium.

The helium differential energy spectrum is shown in Figure 2.4. The
data points shown in this spectrum are only a representative sample of the
data we examined. The density of points plotted prncluded the
identification of each data point with its author. To avoid cluttering the
figure we have shown error bars on only a sampling of the data points. The
data shown come from measurements made throughout the solar cycle, though we
included as many data points as possible near solar maximum and minimum.
The helium data we have used in the figure came from Ryan et al. (1972),
Smith et al. (1973), Verma et al. (1972), Anand et al. (1968), Ormes and
Webber (1965), Von Rosenvinge et al, (1969), Webber et al. (1973a), Fan et
al. (1965), Balasubrahmanyan et al. (1965), Freler and Waddington (1965),
Hofmann and Winckler (1966), Cleghorn et al. (1971), Leech and O'Gallagher
(1978), Webber and Lezniak (1973), Bhatia et al. (1977), Rygg and Earl
(1971), Webber and Ormes (1968), badhwar et al. (1969), Ormes and Webber
(1968), Balasubrahmanyan et al (1967), Mason (1972) and Garcia-Munoz et al.
(1975), though the data of other authors was also consulted. The smooth
solid curve is from an analytic function we have fit through the data points.

As in the case of the proton spectra discussed earlier, the helium flux
levels at low energies are sometimes measured to be considerably different
from those predicted by the analytic spectral functions in Figure 2.4.
Figure 2.5 shows 6-hour averages of the helium flux measured on IMP-8,
(Pyle, 1981). The helium nuclei had energies of 10.9 MeV/u < E < 25.36
MeV/u, and the data set spans the same period as the proton "ata-shown
earlier.

During most of the period covered by these observations, the low energy
helium spectrum was dominated by the addition of anomalous component (to be
discussed later in section 3.2). This accounts for the location of the most
common flux level measured in this period. Lower flux levels were measured
after the spring of 1978 when the anomalous component no longer contributed
to the flux near earth. These two conditions are smeared together by
Forbush decreases.

As in the case of protons the enhanced flux levels are the result of
particles acceleratea in co-rotating interaction regions (CIR's) and flares
of varying sizes.

Figure 2.4 shows a worst case spectrum (with a 90 per cent confidence
level). This spectrum is chosen so that fluxes above this level are
observed only 10 per cent of the time. These data are based on four energy
intervals between 10.9 MeV/u and 94.81 MeV/u.



Comparing Figures 2.2 and 2.4 we see that the cosmic-ray He abundance is
15 per cent of the H abundance in the energy range 200-700 MeV/u, and
5 per cent above 1D MeV/u. Helium is the best element to choose for

measuring the differential energy spectrum because it is distinct from all
the singly charged particles (i.e. protons, electrons, muons, and pions all
have one charge); it is plentiful; and it has a charge to mass ratio similar
to the heavier elements.

As mentioned in Section 2.1, cosmic rays spend - 107 years diffusing
around the galaxy and being brokF.n up in collisions with the interstellar
gas. Not surprisingly, this diffusion process is energy dependent and the
higher energy cosmic rays have not travelled as far, or as long as the lower
energy ones. This means that, at higher energies, there will be fewer
arriving secondaries and more surviving primordial cosmic rays.

Cosmic ray helium is mostly surviving primordial material in the context
of Figure 2.1; only - 10 per cent of He is secondary. This places it in
the same class with hydrogen, carbon, oxygen, neon, magnesium, silicon,
sulfur, calcium and iron; a list which includes the most abundant nuclei.
We would expect, as Figure 2.6 shows, that the helium to carbon plus oxygen
ratio is nearly independent of energy at 21 + 2 for the 1-5 GeV/u range.*
Figure 2.7 (from Caldwell, 1977) shows, based on less data, that the ratio
of (neon + magnesium + silicon)/helium does not vary much with energy.
Figure 2.8 however shows that the Fe/He ratio Is energy dependent. To some
extent, this merely reflects the relatively larger fraction of surviving Fe
at high energies. In this way, the ratio can increase by a factor of - 3
as can be inferred from Figure 2.1. The Fe/He ratio could increase even
more, if the source spectra of Fe and He differ as well. It appears that Fe
will have to be treated separately from helium. Figure 2.9 shows the
aifferential energy spectrum of Fe. The data base for the Fe spectrum 'is
rather limitr.d. Figure 2.9 shows all the published data for iron from 10
MeV/u to 100 MeV/u. Between 100 MeV/u and 103 MeV/u there is an adequate
set of measurements during solar minimum conditions, but there are no
published measurements during solar maximum (experiments are in progress at
NRL and elsewhere to obtain these data). For the present, we have used the
general shapes of the solar maximum and minimum helium spectra as a guide to
obtain the smooth solid curve shown in Figure 2.9. By analogy with the flux
enhancements found for helium, we have suggested a worst case spectrum for
iron shown as a dashed line.

The differential energy spectra of all the elements between helium and
nickel will be obtained by scaling the helium or iron spectra. Figure 2.10
shows the data on elemental composition of lithium through sulfur,
normalizea to helium - 1000. The data in Figures 2.6 and 2.7 together with

t

*If the He, C and 0 source spectra are identical, this ratio is - 15

for a path length, X < 1 g/cmZ, i.e. for E > 50 GeV/nucl. and may go to
23 for X - 8 g/cM2 , which is plausible at energies of 200 to 600

MeV/u. We have adopted a ratio of 21, for the complete integral energy
spectrum.
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that of Juliusson (1974), Leznjak and Webber (1978), Orth et al (1978) and
Caldwell (1977) show that the ratios of C, 0, Ne, Mig, and Si to He are
approximately independent of particle energy. This is to be expected since
as Figure 2.1 shows these nuclei are principally surviving primordial
material. Table 2.1 shows the relative abundances we have adopted for these
elements as well as suifur.

TABLE 2.1 The Elemental ratios for Elements having Helium-like
and Iron-like Spectra Respectively

Element Ratio to He Element Ratio to Fe

C 2.5 x 10-2 Ca 2.3 x 10-1

0 2.3 x 10-2 Co 6.0 x 10-3

F 4.1 x 10-4 Ni 4.8 x 10- 2

Ne 3.5 x 10-3

Na 7.0 x 10-4

Mg 4.7 x 10-3

Al 8.3 x 10-4

Si 3.5 x 10-3

P 2.0 x 10-4

S 7.4 x 10-4

Figure 2.1i shows the energy dependence of the ratio of
(Li +Be + B)/He. Since all three elements Li, Be and B are entirely
secondary, we believe that each of them displays this energy dependeolce.
Table 2.2 shows the ratios Li/(Li + Be + B), Be/(Li + Be + B) and B/(Li + Be
+ B). Using these ratios, we can scale Figure 2.11 to obtain the ratios
Li/He, Be/He and B/He as a function of energy. Yhe differential energy
spectra of these elements can then be obtained from Figure 2.4.

The ratio N/He is shown in Figure 2.12. It is also clearly energy
dependent, but in a different way. Figure 2.12 car be used to scale Figure
2.4 to obtain the nitrogen differential energy spectrum.

From Figure 2.1, we can guess that F, Na, Al and P will also have energy
dependent ratios relative to He. The available experimental data (see Orth
et a., 1978; Juliusson, 1974; arid .ezniak and Webber, 1978) are not of
sufficient accuracy to define this energy dependence, so we will use
constant ratios. The adopted values are shown in Table 2.1

Figure 2.13 shows the ratios of the elements 17 < Z < 25 to Fe as a
function of energy. While this ratio is energy dependent, it's not clear

10
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that all the elements in the numerator display this dependence. Figure 2.1
shows that calcium is mostly prinhordial material, we would therefore expect
Ca/Fe to be independent ot energy. The abunrances of the elements Cl
through Ni dre shown in Figure 2.14 normalized to Fe - 100. The adopted
value for Ca/Fe in shown in Table 2.1

The acopted ratios, at low energies, of the other elements in the 17-<
z _ 25 range to the sum of the elements in that range are shown in Table
2.2. These ratios are used to scale the energy dependent ratio in Figure
2.13 so as to obtain the ratios Cl/Fe, etc. which in turn are used to scale
the Fe spectrum, Figure 2.9, to the spectra of these elements.

TABLE 2.2 The Elemental Ratios Required to obtain the
Individual Elemental Spectra from Figures 2.11 and 2.13
Combined with Figures 2.4 and 2.9 respectively.

Relative
Ratio Abundances

Li/(Li + Be + B) 0.33

Be/(Li + Be + B) 0.17E

B/CiM + Be + B) 0.50

Cl/(17 < Z < 25) 0.07

Ar/(17 < Z < 25) 0.13

K/(17 < Z < 25) 0.09

Sc/(17 < Z < 25) 0.05

Ti/(17 < Z < 25) 0.14

V/(17 < Z < 25) 0.07

Cr/(17 < Z < 26) 0.14

Mn/(17 < Z < 25) 0.10

2.3 Nuclei Heavier than Nickel

The galactic cosmic rays consist of every element in the periodic
table. So far we have only dealt with the first 28, which are the
mogt abundant. The abundances of the remaining elements relative to
10' Fe are shown in Table 2.3, fAdams, et al., 1980b).
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TABLE 2.3 Abundances of Trans-iron Nuclei in Galactic Cosmic Rays

Atomic Number Relative Abundance

29 1G6

29 < Z < 34 1.7 x 103
35 < Z < 39 1.7 x 102

Z > 40 8 x 101

For the purposes of 'this particle environment model, these very rare, but
very damaging nuclei will be ignored. It should be noted, however, that
should a microelectronic component be struck by one of these rare nuclei, an
enormous amount of charge would be liberated, leading to a soft error even in
devices commonly thought to be insensitive to this efFect'

2.4 Cosmic Ray Electrons

There appear to be two plausible methods by wh0c1 electrons can produce
soft errors. The first is by directly depositing enough energy in the
critical volume to produce the required critical charge. The second is by
producing bremstrahlung photons that, in turn, undergo photo-nuclear
interactions with the silicon in the device.

We will consider the direct method first. Electrons deposit energy most
densely near the end of their range. Because of their low rest mass,
electrons undergo large angle scattering before their stopping power has
risen much above its minimum value. This causes the practical range
(displacement distance) of a stopping electron to be much shorter than its
path length with the result that the electron deposits all its energy in a
relatively small volume. The practical range of an electron in aluminum is
given by:

r = 5.37 x 10-1E[1-0.9815/(1 - 3.123E)] g/cm2  (2.1)

where E is in MeV (see Kobetich and Katz, 1968). Without introducing much
error we may use this equation for silicon and compute the electron energy
corresponding to any practical range. If this practical range is taken to be
the diameter of a collection volume, then the corresponding energy is roughly
the energy one might expect an electron to deposit in that volume. Using 3.6
ev per electron-hole pair, we can estimate the charge, Q, that the electron
produces.

Figure 2.15 shows Q in electron-hole pairs as a function of the mean
device diameter. This figure suggests that devices such as the 256K CCD
described by Ziegler and Lanford (1979) will have soft errors due to stopping
electrons. It should be noted that these nued not be cosmic ray electrons;
trapped electrons, air shower electrons and electrons from terrestrial y-ray
interactions would be equally effective!

While electrons seem to be capable of producing errors directly in
devices sensitive to < 104 electron-hole pairs, they are unable to produce
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errors when > 105 electron-hole pairs are required. Devices being
considerea for satellite applications are much less sensitive than 256K CCD's
and cannot be directly upset by stopping electrons.

The second way In which electrons can cause errors is effective for less
sensitive devices. Electrons must produce photons that, in turn, undergo
Si(y, n), Si(y, p), or Si (y,a) reactions in the devices. Because of the
thresholds for these reactions, electrons with energies below 20 MeV will not
cause these reactions. Webber (1973) has reviewed the cosmic ray electron
differential energy spectra. He shows that the electron flux is comparable
to the proton flux at 10 M.eV, but falls rapidly to - 10-2 of the proton
flux at 100 MeV. Clearly, low energy protons produced by electrons will
always be out-numbered by cosmic ray protons. As was shown in section 2.2,
the alpha flux is - 15 per cent of the proton flux, so electron-produced
alpha particles will always be overwhelmed by cosmic ray alphas.

In general, we conclude that low energy electrons (< 20 MeV) will not
cause errors in the relatively insensitive components considered for
satellite applications. Higher energy electrons can cause errors by the
three stage process described above, but this process will be important only
if the electron flux is enormously larger than the elemental flux.

2.5 Solar Modulation

As can be seen in Figures 2.2, 2.4, and 2.9, the differential energy
spectra are spread between two extremes below - 103 MeV. This is due to
solar modulation of the differential energy spectra incident on the solar
cavity and depends on the level of solar activity.

Figure 2.16 shows the annual average cosmic ray flux for the past four
decades, measured for most of that period by the neutron monitor at Deep
River (Rao, 1972, and Ahluwalia, 1979). This monitor detects hadrons,
primarily neutrons, which are secondary products of cosmic rays incident on
the atmosphere. In this way it measures the rosmfc ray flux at earth
continuously. The valleys in 1947, 1958 and 1969 correspond to maxima in
solar activity. The detailed shape of the curve over several solar cycles is
quite variable, though crudely sinusoidal.

To estimate the low energy spectra at any time in the past, it is best
to peg the modulation level by the measured intensity in experiments carried
out at that time or, at best another time when the solar neutron monitor
levels were similar. The solar modulation level in the near future may also
be predicted by extrapolating the present solar neutron monitor level, using
a sine curve with the same period as that shown in Figure 2.16. This method
is probably only reliable for predictions less than on.? year into the future.

In modeling the spectra of cosmic rays for satellite planning, we must
be able to predict the level of solar modulation years 'Into the future. It
seems that a simple sine function:

M - A sin W(t-to)+B (2.2)

is the best choice. The function, eq. (2.2) with W - 21/10.9 years = I
0.576/year and to 1950.06 is shown as the smooth curve in Figore 2.16.
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